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SpatialEval: a new benchmark for LLMs and VLMs

 Spatial Relationship 
 Object Counting

 Position Understanding 
 Navigation

Main Results

Vision information does not help with VQA? TQA (LLM) > VQA

Similar Trends Hold for Proprietary Models as Open-source Models

Noise Image can help VQA: Original Image vs Noise Image in VTQA

Only a few models outperform random guessing for spatial reasoning tasks

Leveraging redundancy in multimodal inputs can improve VLM performance

‣ Motivation: Spatial reasoning for LLMs and VLMs are under-explored
‣ Scope: Spatial understanding and reasoning

Mismatched multimodal information does not necessarily hurt


